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Opinion
Pleiotropy is the well-established phenomenon of a
single gene affecting multiple traits. It has long played
a central role in theoretical, experimental, and clinical
research in genetics, development, molecular biology,
evolution, and medicine. In recent years, genomic tech-
niques have brought data to bear on fundamental ques-
tions about the nature and extent of pleiotropy.
However, these efforts are plagued by conceptual diffi-
culties derived from disparate meanings and interpreta-
tions of pleiotropy. Here, we describe distinct uses of the
pleiotropy concept and explain the pitfalls associated
with applying empirical data to them. We conclude that,
for any question about the nature or extent of pleiotropy,
the appropriate answer is always ‘What do you mean?’.

Multiple traits, multiple meanings
Pleiotropy refers to the phenomenon of a single gene
affecting multiple traits and, as that manifestly ambiguous
definition reveals, pleiotropy is a single word with multiple
meanings. As biologists in different disciplines turn new
genomic techniques toward questions of pleiotropy, the
need to discriminate carefully between different meanings
of the concept has become imperative.

Here, we first review the alternative meanings of plei-
otropy and point to situations where they define unrelated
phenomena. We then discuss the nature and quality of
empirical data brought to bear on questions about pleiot-
ropy in its many guises. Finally, we focus on how better to
frame pleiotropy research, underscoring the continuing
importance of this slippery concept.

What is pleiotropy?
At its essence, pleiotropy implies a mapping from one thing
at the genetic level to multiple things at a phenotypic level.
The natures of the things differ in different contexts. We
identify three broad classes of question that use the word
‘pleiotropy’ to refer to different kinds of one-to-many maps.
The classifications are not mutually exclusive (indeed, they
typically overlap), but they do represent different and
potentially contradictory perspectives.

In ‘molecular gene pleiotropy’, the question is about the
number of functions a molecular gene has. These functions
can be defined not only genetically, by the number of
measured traits affected by a knockout, but also biochemi-
cally, for example, by the number of protein–protein inter-
actors a gene has or the number of reactions it catalyzes.

In ‘developmental pleiotropy’, mutations rather than
molecular genes are the relevant units. Developmental
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pleiotropy is a feature of the genotype–phenotype map
that defines the genetic and evolutionary autonomy of
aspects of phenotype, independent of fitness. This is the
mutational pleiotropy underlying the diverse manifesta-
tions of syndromic diseases, the ontogenetic pleiotropy that
underlies classical questions about allometry and hetero-
chrony, and the molecular pleiotropy that underlies ques-
tions about relative importance of cis-regulatory versus
protein-coding variants.

In ‘selectional pleiotropy’, the question is about the
number of separate components of fitness a mutation
affects. In some cases, the multiple fitness components
are life-history traits of a single individual, which is at
the heart of the antagonistic pleiotropy model for the
evolution of aging [1]. In other cases, the mutational effects
manifest in different individuals in a population, which is
the basis for sexually antagonistic pleiotropy and pleiotro-
pic trade-offs underlying local adaptation. A key feature of
selectional pleiotropy is that traits are defined by the
action of selection and not by the intrinsic attributes of
the organism.

Recent years have seen a surge of genome-scale analy-
ses of empirical data designed to address questions about
the scope of pleiotropy, and particularly to test hypotheses
of universal pleiotropy (Boxes 1–3). However, given the
incongruence between molecular gene, developmental, and
selectional pleiotropy, data that reflect on pleiotropy in one
setting may be uninformative or positively misleading in
another. When considering the relevance of data to each of
these classes of pleiotropy, four issues are critical.

First, are we discussing the genotype–phenotype map,
or the genotype–fitness map? Instances of selectional
pleiotropy can involve mutations that have only one
molecular function or phenotypic effect but impact mul-
tiple aspects of fitness. For example, a mutation that
changes the rate of organism metabolism may affect
early- and late-life reproduction differently despite the
unitary molecular mechanism, and a mutation that
changes expression of a transporter on a yeast cell
may be beneficial in one environment and deleterious
in another, despite the total absence of any multiplicity
in the genotype–phenotype map (Figure 1). A mutation
with identical molecular and developmental effects in
males and females is a typical cause of sexually antago-
nistic pleiotropy, yet it is the antithesis of molecular gene
pleiotropy.

Second, are we discussing a molecular gene or a muta-
tion? Failure to distinguish between effects of a mutation
and functions of a gene is at the heart of much confusion
[2]. From an evolutionary perspective, the molecular gene
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Box 1. What, if anything, is universal pleiotropy?

The Hypothesis of Universal Pleiotropy has several different mean-

ings. Neither Fisher [55] nor Wright [13], who are typically cited as its

advocates (Box 2), actually endorsed the most literal interpretation,

that is, that every mutation affects every trait [the Strong Hypothesis

of Universal Pleiotropy (SHUP)]. The SHUP draws credence from

consideration of the unified network architecture of the cell: all

molecular genes compete for a common pool of polymerase,

ribosomes, and nucleotides, among other things. Mutations that

alter gene activity (or even just sequence) impinge on this central

nexus and so alter activities of all other genes. This principle finds its

clearest endorsement in the writing of Kacser and Burns in the paper

that defines much of modern systems biology (p. 649, [56]):

We have already remarked that very low coefficients will

often be attached to enzymes kinetically ‘‘distant’’ from the

particular flux considered. This is the reason for the well

known observation that mutations in a different part of the

map may have no detectable effect on one character even

when another character is seriously affected. This apparent

independence of most characters makes simple Mendelian

genetics possible, but conceals the fact that there is universal

pleiotropy. All characters should be viewed as ‘‘quantitative’’

since, in principle, variation anywhere in the genome affects

every character.

The SHUP resembles models of diffuse coevolution or competi-

tion, wherein phenomena arise because everything affects every-

thing, but not much and not to the exclusion of a smaller number of

larger and more individually significant relations.

Critiques of the SHUP point out that trivial effects mediated by

shared metabolite pools are biologically meaningless, and detect-

able pleiotropy is empirically restricted and perhaps highly struc-

tured, as proposed under the Hypothesis of Modular Pleiotropy

(HMP) [57]. Under the HMP, mutations are generally constrained to

affect traits that are part of the same functional complex, and this

hypothesis has been invoked to explain modular relations observed

between sets of genes and sets of traits [15]. As Kacser and Burns’

description of universal pleiotropy makes clear, however, SHUP is a

logical deduction consistent with the absence of detectable effects.

It can be both true and inconsequential. The SHUP may be

paraphrased: ‘there is a single gene network’.

Box 2. Wright, Fisher, and the Weak Hypothesis of

Universal Pleiotropy

Sewall Wright, who approached pleiotropy from the dual perspec-

tives of population genetics and physiological genetics, drew on

network architecture to advocate what we might call the Weak

Hypothesis of Universal Pleiotropy (WHUP). The text of the locus

classicus is worth quoting (pp. 59–60 [13]):

There are a number of broad generalizations that follow from

this netlike relationship between genome and complex

characters. These are all fairly obvious but it may be well to

state them explicitly.

1. The variations of most characters are affected by a great

many loci (the multiple factor hypothesis).2. In general, each

gene replacement has effects on many characters (the

principle of universal pleiotropy).

In his other writings, Wright was careful to qualify universal

pleiotropy, as in [58], which refers variously to ‘practically’, ‘nearly’,

and ‘almost universal pleiotropy’. Consequently, Wright should be

cited as an advocate for the importance and ubiquity of pleiotropy,

but not in any literal sense for its universality.

The other common source for claims of universal pleiotropy is R.A.

Fisher’s geometric model of adaptation [55], although this toy

phenotype-fitness model makes no strong claim about the empirical

structure of the genotype–phenotype map; it is simply a model to

motivate analysis. As usually explicated, the model holds that

mutations are random vectors in a phenotype space, which means

that they may affect multiple phenotypes without excluding the

possibility that they affect only subsets; indeed, Fisher’s WHUP is

sometimes described as the notion that a mutation ‘can potentially

affect all phenotypic traits’ (e.g., [59,60]). Most importantly, the axes

of Fisher’s model are orthogonal traits under selection, with distances

defined in fitness units, not simple morphological or life-history traits.

Connecting Fisher’s model to developmental pleiotropy depends on

mapping the axes of selection onto measurable phenotypes, which is

not trivial. Most such efforts have suggested that there are just a

handful of selectable axes defined by linear combinations of

measureable traits [42,49,61,62]. This is why efforts to estimate the

dimensionality of organisms (i.e., the number of axes in Fisher’s

model) yield unintuitive results, on the order of two for worms, flies,

and cows [47,63]. In other words, there is no intrinsic relation between

the axes of Fisher’s model and the genotype–phenotype map for

measurable characters. Thus, Fisher’s WHUP is the notion that

mutations usually affect multiple aspects of fitness, without any

claims about the number of affected developmental phenotypes.
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is inconsequential. Mutations may affect only specific
aspects of the functions of a gene, so that pleiotropic
molecular genes may be subject to less-pleiotropic muta-
tions [2]. At the other end of the spectrum, mutations that
alter multiple molecular genes, whether by deleting large
regions, hitting shared regulatory regions, or altering
operon structure, are authentic sources of developmental
and selectional pleiotropy. Even mutations that do not
directly alter any molecular genes can be pleiotropic, by
titrating limiting regulators; such mutations could be
changes in DNA copy number of protein-binding motifs,
for example, or structural changes that alter chromatin
architecture. Thus, molecular gene pleiotropy may be
uninformative about developmental and selectional plei-
otropy, and vice versa.

Third, how are we enumerating traits? Mutations can
have ‘the same’ or ‘different’ effects at the level of individual
cells, tissues, organs, individuals, or populations. Is a mu-
tation pleiotropic if it acts in a tissue that occurs in multiple
parts of the body, but does so in the same molecular way in
each part? Answers to this kind of question form the basis for
elaborate taxonomies of molecular gene pleiotropy [3–5].
Things get further complicated when we consider traits
that cannot be enumerated, such as function-valued traits,
particularly ontogenetic trajectories or traits defined as
relations between measureable traits. Is a mutation more
pleiotropic if it affects two traits uniformly, preserving the
proportions between them, or if it affects one trait only,
altering their relative sizes? In other realms of evolutionary
biology, ‘multiple traits’ has yet another dimension, as we
consider the effects of a mutation in different individuals or
populations, including different sexes, environments, and
genetic backgrounds. These phenomena are commonly trea-
ted as pleiotropy, but they are also instances of genotype-by-
sex, -environment, or -genotype interactions, which are the
subject of an independent theoretical tradition (Figure 1e).
Moreover, pleiotropic effects within individuals have differ-
ent evolutionary implications compared with pleiotropic
effects among individuals (e.g., [6]).

Finally, what do we mean when we say that a gene or
mutation ‘affects’ multiple traits? Here, discussion has
centered on the molecular basis for pleiotropy and its
biological implications. Many authors [3–5,7–11] have
distinguished between multiple independent effects of a
mutation and multiple effects that depend on one another
67



Box 3. How can we test the hypothesis of universal

pleiotropy?

Given its slipperiness, universal pleiotropy poses problems for the

conventional hypothesis-testing framework. Advocates of the HMP

(Box 1) [64] argue that universal pleiotropy is untestable and that a

hypothesis of ‘no gene effect’ is the appropriate experimental null

model. That the physiological SHUP of Kacser and Burns (Box 1) is

untestable is clear from its description; it is an ontological assertion

and not a model at all. However, a WHUP (Box 2) tailored to

measureable traits (i.e., for questions about developmental plei-

otropy), with each mutation potentially affecting each trait accord-

ing to a distribution of effect sizes (including zero), can provide

quantitative predictions against which alternative models, such as

the HMP, can be tested. Differences between the models in

predictions about the multivariate distribution of effect sizes across

traits may provide a statistical toehold [65]. In this framework,

because the HMP can be treated as a submodel of the WHUP,

likelihood ratio tests hold promise, as do Bayesian frameworks [66].

At the same time, alternative models of pleiotropy make predic-

tions beyond effect detection patterns. Given the acknowledged

deficiencies of QTL mapping, particularly its low power, quantitative

genetic approaches that are not limited to large-effect loci might be

more informative about the global structure of pleiotropy. These

include the artificial selection methods described elsewhere in the

paper [42,46]. Particularly in the evolutionary context that Fisher and

Wright were working in, these selection-based tests for the extent of

pleiotropy are better tests of the WHUP than are underpowered QTL

studies of arbitrary morphological traits.
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in a cascade (Figure 2). In the functional view of molecular
gene pleiotropy, only the former is meaningful, whereas
the latter has been termed ‘spurious’ [3]. Other authors
have named these distinctions ‘horizontal’ and ‘vertical’
pleiotropy [9], or ‘mosaic’ and ‘relational’ [4] (see [10]). In
the context of statistical inference, these modes are ‘inde-
pendent’ and ‘reactive’ [12]. Wright [13] noted that ‘from
the standpoint of population genetics, these distinctions
are, however, unimportant. There is pleiotropy if two
effects contribute differently to selective value’ (p. 61).
Yet, the distinction between authentic/horizontal/mosaic/
independent pleiotropy on the one hand and spurious/
vertical/relational/reactive pleiotropy on the other hand
may hold evolutionary relevance, insofar as the latter
scenario produces phenotypic correlations between traits
even in the absence of genetic variation (e.g., [14]).

The data: how much pleiotropy is there and how do we
know?
Over the past few years, it has become possible to generate
empirical data sets that can, in principle, estimate genome-
wide levels of pleiotropy. The major sources of data are
reverse-genetic screens and quantitative trait locus (QTL)
mapping studies, and the results have been synthesized
recently with the interpretation that ‘in all cases the
pleiotropy distribution is largely L-shaped, with a low
median degree of pleiotropy’ [11] (Figure 3). Even though
these findings are surprisingly consistent [10], their inter-
pretation is contentious (Box 3). Major concerns include
statistical power (how do we declare that a gene has no
effect on a trait?), trait delineation (what counts as a
separate trait?), mutation spectrum (are we considering
spontaneous mutations, gene deletions, or segregating
variation?), and model structure (what should we expect
to see under different hypotheses?).
68
Reverse genetics

Genome-wide reverse-genetic screens, in which pheno-
types are measured in single-gene null mutants one by
one, form the major class of experimental result. In an
influential systematic analysis of published large-scale
data sets from yeast and worms (and one less systematic
data set from mice), a recent study [15] concluded that
relatively low proportions of genes, when disrupted, affect-
ed multiple phenotypes, and even then, the number of
affected traits was small. Here, we briefly consider each
of the data sets.

The most comprehensive surveys were performed in
yeast, in which a deletion library was used to measure
both morphological traits (developmental pleiotropy) and
growth rate phenotypes (selectional pleiotropy). Of 4718
gene deletion mutants tested for 254 morphological char-
acters, more than one-third had statistically significant
effects on two or more traits, which the original authors
interpreted as widespread pleiotropy [16]. When assayed
for growth rates across 21 different environments, howev-
er, most mutants showed phenotypes in zero or one envi-
ronment, and only 5% produced phenotypes in three or
more environments [17]. Notably, only differences in
growth rate between normal and experimental conditions
counted as phenotypes, such that a mutant growing
slowly in all environments except the control was highly
pleiotropic, but a universally slow-growing mutant had
zero pleiotropy. This method is literally scoring gene-by-
environment interactions for growth rate. These interac-
tions underlie antagonistic pleiotropy, but synergistic
pleiotropy (as in the case of a mutation that is deleterious
in every environment) does not register. In addition, it is
worth re-emphasizing that pleiotropy measured across
environments can result from mutations that affect just
a single mechanism or phenotype at the molecular or
developmental levels (Figure 1f).

It is also important to note that these screens excluded
lethal mutations, of which there are 1105 in the yeast
deletion collection [18]. If molecular genes are the unit
of analysis, logic requires including essential genes and,
under any definition of developmental or selectional plei-
otropy, these are maximally pleiotropic: any two traits will
both differ between wild type and mutant. Inclusion of this
large class of genes substantially alters the distribution of
pleiotropy from L shaped to U shaped (Figure 3). It might
be argued that lethal alleles are irrelevant to developmen-
tal or selectional pleiotropy, but the contribution of small-
effect mutations in essential genes to evolution and devel-
opment is simply unknown; the relevant data do not exist.
At the same time, some of the best-known mutations
underlying evolution of development are mutations in
essential genes that only affect subsets of the activities
of the gene; in sticklebacks, paired-like homeodomain 1
( pitx-1) and Kit ligand (kitlg) are essential genes that
underlie the evolution of pelvic reduction and pigmenta-
tion [19,20], and in Drosophila, mutations in ultrabithorax
underlie the evolution of trichome patterns [21].

Also excluded from these pleiotropy estimates were
‘genes that do not affect any trait and traits that are not
affected by any gene’ [15]. From the molecular gene pleiot-
ropy perspective, genes that have no detectable effect on
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Figure 1. Different meanings of pleiotropy denote unrelated biological phenomena. Here, considering a single locus with alternate alleles (A and a) in a haploid organism,

we represent genotype–gene function–phenotype–fitness mappings for alternate alleles that illustrate a few of the possible relations. (a) Pleiotropy by all accounts. A loss-

of-function mutation in a multifunctional protein abolishes two molecular activities that affect two different morphological phenotypes that in turn affect two independent

aspects of fitness. (b) Molecular gene pleiotropy occurs when a gene product carries out multiple independent biochemical functions. A gene deletion may abolish both

functions, but if they are both redundant there may be no measureable phenotype (in this genetic background). (c) Genes versus mutations: a mutation in a multifunctional

gene may affect only one function, in which case this instance of molecular gene pleiotropy does not correspond to any developmental or selectional pleiotropy. (d)

Developmental pleiotropy occurs when a mutation affects two aspects of phenotype. This phenomenon does not require any multifunctionality at the level of the molecular

gene or any particular pattern of impact on fitness. (e) A mutation that affects only a single phenotype may nevertheless yield selectional pleiotropy if the phenotype has

varied effects on fitness in different circumstances (different environments or sexes, for example). (f) Perhaps the least-intuitive case is a mutation that affects only a single

phenotype and has identical effects on orthogonal fitness components. Because these fitness components are independent traits in the selectional context, a mutation with

uniform effects on more than one is necessarily pleiotropic.
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any measured phenotype are an interesting class with
undefined pleiotropy. From the developmental and selec-
tional pleiotropy perspectives, these genes simply do not
register as mutations. At the same time, their abundance
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Figure 2. Two ways in which mutations can affect multiple traits. (a) An allelic

difference (A/a) independently affects the blue trait and the red trait. (b) An allelic

difference affects the blue trait, which in turn influences the red trait. The former

case may be more susceptible to genetic modifiers of pleiotropy. In the latter case,

independent environmental and genetic perturbations that affect the blue trait also

affect the red trait.
(Figure 3) raises questions about the power of the experi-
mental data to detect effects; to a first approximation,
every gene should affect fitness, or it would become a
pseudogene [22].

Pleiotropy estimates from the nematode data set are no
less ambiguous. The original RNAi screen identified hun-
dreds of genes that induced at least one of 45 phenotypic
defects in the first four embryonic cell divisions [23]. In the
systematic analysis of pleiotropy [15], the average gene
was associated with 4.6 defects, which was described as
consistent with low pleiotropy (Figure 3c). However, an-
other group examined the same data and found that the
average gene induced seven defects, and concluded that
pleiotropy ‘occurs extensively among genes’ [24]. Clearly,
there is room for interpretation not only in what is ‘low’ or
‘high,’ but also in how to do the counting. Procedures that
require counting significant effects from vast data sets pose
serious statistical concerns, and a recent critique of the
systematic analysis shows that its statistical assumptions
preclude any possibility of finding evidence for high pleiot-
ropy, because patterns of restricted pleiotropy can be
69
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embryonic phenotypes. (d) If any number of adult traits or life-history traits is included in the analysis of the 661 genes plotted in (c), each gene is maximally pleiotropic (all

traits are affected) because every gene results in embryonic lethality.
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inferred from data simulated with pervasive pleiotropy
[25]. Finally, because the genes in this case are embryonic
lethal, from a developmental or selectional pleiotropy per-
spective, these data are consistent with the most extreme
form of universal pleiotropy (Figure 3d).

A final caveat about reverse-genetics approaches is
whether molecular gene null mutations permit meaning-
ful estimates of developmental and selectional pleiotro-
py, which draw from the spectrum of spontaneous
mutations. Whole-gene deletions are expected to be more
pleiotropic than most point mutations [2], upwardly
biasing estimates of pleiotropy [11]. In some cases, how-
ever, natural mutations will be more pleiotropic, as when
deletions affect multiple genes or large-scale chromatin
structure. In other cases, null mutations will be caused
by transposon insertions that may have their own phe-
notypic effects beyond abrogating gene function [26].
Finally, a significant fraction of natural mutations are
gain-of-function, and these are often dominant or semi-
dominant and, hence, immediately visible to selection.
Positively selected gain-of-function mutations include
those responsible for solitary foraging in Caenorhabditis
elegans [27] and for lactase persistence in humans [28].
The former exhibits extensive developmental pleiotropy
(e.g., [29]) and the latter arguably as well (e.g., on the
viability of pastoralism). Mutations responsible for pro-
tein-aggregation diseases (e.g., Huntington’s) are also
70
pleiotropic gain-of-function mutations that belie the sim-
ple assumption that null mutations are maximally pleio-
tropic.

QTL approaches

QTL are another category of empirical data that have been
used to estimate genome-wide pleiotropy. These data fit
squarely in the context of developmental pleiotropy and
represent loci that harbor phenotypically penetrant alleles
segregating in populations, which may be quite different in
their effects from deletion alleles or spontaneous mutations.
A QTL detected for multiple traits is said to be pleiotropic. A
recent summary of QTL pleiotropy data concluded that most
loci affect only a few traits, in a pattern similar to that
observed in reverse genetic screens [11].

Probably the most comprehensive QTL survey for plei-
otropy involved mapping 70 skeletal traits in recombinant
inbred mice, which identified a total of 102 QTL and for
which the maximum number of traits affected was 30 and
the average 7.8 [30]. Similar work on 54 body-shape traits
in sticklebacks [31] identified 26 QTL, approximately half
of which only influenced one trait, and the average number
of traits affected was 3.5.

Gene expression QTL (eQTL) have also been used to
infer levels of genome-wide pleiotropy. Most eQTL appear
to affect a small number of gene expression traits, but
typically a handful of eQTL hotspots affect abundances of
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hundreds to thousands of transcripts. Such patterns have
been observed in yeast [32], mice [33], humans [34], nema-
todes [35], and Arabidopsis [36].

Despite the abundance of QTL data, their utility for
questions about the global pattern of pleiotropy is doubtful.
The gravest problem is power; in almost every study, the
majority of heritable variation is unexplained. The eQTL
data in particular imply that an enormous number of gene–
phenotype links are simply undetected because of inade-
quate statistical power [37]. In this line-cross experimental
setting, the only explanation is a large number of variants
with pleiotropic but modest effects. Genome-wide associa-
tion studies exhibit similar patterns and probably yield to
the same explanation [38]. Adoption of arbitrary thresh-
olds for significance is a viable method for evaluating
pleiotropy only if we are prepared to stipulate that effects
beneath the detection limits are inconsequential; however,
ample evidence suggests that most causal genetic variation
is beneath practical detection limits [39]. The power issue
certainly dwarfs any bias from interpreting linked loci as
single pleiotropic loci, which has been invoked as a source
of upward bias in pleiotropy estimates [11]. Furthermore,
some genetic architectures will cause this bias to be down-
ward, for example, if highly pleiotropic alleles tend to
accumulate linked suppressors of their pleiotropic effects.
In most developmental and selectional pleiotropy contexts,
the distinction between linkage and pleiotropy is not fun-
damental (Box 4). Finally, effect size has important impli-
cations for evolution. Genetic architectures with many
highly pleiotropic small-effect loci may be unconstrained
because the pleiotropic effects cancel out, whereas those
with small numbers of large-effect pleiotropic loci typically
induce strong genetic correlations (e.g., [40]).

The deletion and QTL data sets measure fundamentally
unrelated phenomena, in neither case with any great
efficacy. How, then, can they all produce similar L-shaped
distributions (excluding lethals)? One possibility is that
these data are revealing a fundamental unity of pleiotropy.
An alternative is that these L-shaped patterns are artifacts
Box 4. Does the distinction between pleiotropy and close

linkage matter?

Substantial effort in the QTL field is devoted to distinguishing

between pleiotropy and tight linkage as the cause of QTL

colocalization (e.g., [67–71]). In agricultural contexts, the goal is to

determine whether genetic correlations between traits of agronomic

interest are either breakable, as expected in the case of linkage, or

inherent, as expected in the case of pleiotropy. However, both

sources of correlation are subject to modification, the former by

recombination and the latter by segregating modifiers [60,72] or

mutation, including the well-studied case of duplication and

subfunctionalization [73,74]. If the distinction between linkage and

pleiotropy matters evolutionarily, it will be because these occur at

different rates. But do they? Modifiers of pleiotropy are not rare

[7,13,72,75]. By contrast, linkage can be so tight as to be immune to

recombination, as in some chromosomal rearrangement, organellar

genomes, or Y chromosomes. In those cases, genetic correlations

caused by linked loci may be more likely to be altered by epistatic

modifiers than by recombination. Ultimately, the evolutionary

features that matter are the relative rates of recombination and

modifier mutation (or the segregating frequencies of modifiers),

which will depend on the details of the trait and the genetic distance

separating the loci. That is, the evolutionary implications of linkage

versus pleiotropy vary case by case.
of limited statistical power, a result that is well established
for QTL data [41] and now for reverse genetics [25].

How else can we estimate pleiotropy?

Classical quantitative genetic methods provide evidence of
extensive pleiotropy without relying on detection of single
locus effects. One striking observation is that the rate of
accumulation of phenotypic variance by mutation for a
single arbitrary metric trait implies a mutation rate per
trait of approximately one-tenth of the total genomic mu-
tation rate [42,43]. Consequently, there cannot be a large
number of mutationally independent traits. This inference
lends credence to the commonplace observation that there
are a finite number of molecular genes and an effectively
infinite number of traits. Statistical genetic analyses sup-
porting extensive polygeny (thousands of loci affecting
individual traits [38,44]) reinforce the notion that the
mutational independence of traits must be limited.

Predictions about pleiotropy can also be tested by arti-
ficial selection. These methods are predicated on the sim-
ple assumption that a locus controlling some trait under
selection will have other pleiotropic effects that reduce
fitness [45]. The expected response to selection is simple
to predict from the heritability of the focal trait, so the
degree to which the response falls short is a measure of the
extent of pleiotropy [46,47]. This principle has been dem-
onstrated in Drosophila [48]. In some cases, pleiotropy will
simply prevent any response to selection [49,50].

Evolutionary predictions can also facilitate improved
single-locus estimates of pleiotropy. If pleiotropy tethers
positive and negative fitness effects together across multi-
ple traits, then one method for screening for pleiotropic loci
would be to look for gene disruptions that increase some
measure of fitness. Assuming gene disruption is an easy
genetic change to acquire, and that natural selection would
fix a disrupted allele if it had strictly beneficial effects, then
the persistence of the wild type allele must indicate the
existence of some trade-off between traits. This has essen-
tially been done exhaustively for lifespan, in which systems
such as flies and worms have been screened for mutations
that increase longevity. The result is that, under careful
examination, longevity alleles routinely show pleiotropy,
most commonly with reproductive and stress tolerance
phenotypes (e.g., [51], but see [52]).

The road forward
Given its diverse meanings, pleiotropy cannot be treated as
a unitary concept with a definable prevalence. It must
instead be treated as a suite of conceptually related but
empirically independent phenomena, whose extent and
consequences depend on the precise definition. The extent
of molecular gene pleiotropy (how many reactions does a
protein catalyze, for example) is not informative about the
evolutionary independence of morphological traits or of
life-history components. To be useful, pleiotropy must be
precisely defined. We point to two examples of empirically
successful hypotheses that invoke precise definitions of
pleiotropy.

First, the hypothesis that cis-regulatory variants con-
tribute more to the evolution of animal morphology than do
protein-coding variants invokes the greater pleiotropy of
71
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the latter as a constraint [2,53]. Because cis-regulatory
mutations often affect only a subset of the expression
domains of a gene, they are less pleiotropic than are
protein-coding mutations, which affect the protein every-
where it is expressed. The hypothesis is focused specifically
on quantifying developmental pleiotropy by assessing the
number (or fraction) of different gene expression domains
affected by a mutation.

A second example draws on the theory of antagonistic
pleiotropy for life-history traits. This theory describes how
senescence can result from evolutionary pressure on selec-
tionally pleiotropic alleles. If an allele increases fitness
early in life by improving reproductive success, but
decreases fitness later by promoting senescence, then nat-
ural selection may favor it and result in an organism with a
prescribed lifespan [1]. This hypothesis yields a vast array
of testable predictions, and a major focus in biology of aging
research now includes mapping the effects of mutations
onto physiology and life history [54].

The concept of pleiotropy has generated hypotheses that
touch upon every aspect of the relation between genes and
phenotypes. Testing these can address important out-
standing questions: the road ahead is long and wide,
and we are only becoming more equipped to travel it.
However, even well-defined hypotheses about the nature
and extent of pleiotropy are challenged by empirical lim-
itations. The most informative work will test alternatives
while avoiding the limits imposed by experimental power.
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